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Abstract—Internet of Things (IoT) evolution calls for stringent
communication demands, including low delay and reliability.
At the same time, wireless mesh technology is used to extend
the communication range of IoT deployments, in a multi-hop
manner. However, Wireless Mesh Networks (WMNs) are facing
link failures due to unstable topologies, resulting in unsatisfied
IoT requirements. Named-Data Networking (NDN) can enhance
WMNs to meet such IoT requirements, thanks to the content
naming scheme and in-network caching, but necessitates adapt-
ability to the challenging conditions of WMNs.

In this work, we argue that Software-Defined Networking
(SDN) is an ideal solution to fill this gap and introduce an
integrated SDN-NDN deployment over WMNs involving: (i)
global view of the network in real-time; (ii) centralized decision
making; and (iii) dynamic NDN adaptation to network changes.
The proposed system is deployed and evaluated over the w-
iLab.1 Fed4FIRE+ test-bed. The proof-of-concept results validate
that the centralized control of SDN effectively supports the NDN
operation in unstable topologies with frequent dynamic changes,
such as the WMNs.

Index Terms—Software-Defined Networks, Information-
Centric Networking, Named Data Networking, Wireless Mesh
Networks, Internet of Things

I. INTRODUCTION

The emerging and ubiquitous Internet of Things (IoT) tech-
nology brings a profound quality impact to our every-day life
with its diverse applications, including e-health monitoring,
environmental quality notification and Smart-City applications
[1]. Such IoT applications are typically associated with critical
performance requirements, such as low-delay, reduced com-
munication overhead and high resilience. Thus, the efficient
functionality of these applications is inherently associated with
the IoT network performance.

Several IoT networks are encompassing wireless mesh
technology, in order to increase their communication range
in a multi-hop manner. Indeed, Wireless Mesh Networks
(WMNs) fulfill the multi-hop communication needs of distant
or infrastructure-free IoT deployments (e.g., Smart-City, En-
vironmental Monitoring), however are facing unstable topolo-
gies, connection failures and low-quality communication (e.g.,
due to signal interference, mobility). These arising issues are
impacting the performance of IoT applications, as they can
not meet the aforementioned requirements.

In this context, Named-Data Networking (NDN) [2], an
Information-Centric Networking (ICN) [3] architecture, has
been proposed as a promising approach to match the IoT ap-
plication requirements [4]. In particular, NDN architecture: (i)
facilitates content retrieval from the network, as NDN packets
contain data names instead of IP addresses; and (ii) contributes
to reduced communication overhead thanks to the in-network
caching [5]. However, deploying NDN in such dense wireless
mesh networks requires to employ additional mechanisms that
rapidly detect network changes and appropriately adjust the
NDN nodes.

Software-Defined Networking (SDN) is ideal to provide the
missing features of intelligent centralized control and pro-
grammability of the NDN networks. In summary, we consider
the following features offered by the integration of SDN
with NDN over WMNs: (i) adaptation to dynamic changes
(e.g., when a new NDN node participates in the network);
(ii) flexibility in the network (e.g., using alternative paths
depending on the network state); (iii) reliability/fault tolerance
by the rapid detection of network failures; and (iv) content-
aware decision making based on caching information.

In this work, we present our SDN-based solution to facil-
itate NDN adaptability in unstable wireless mesh networking
conditions. In particular, our approach exploits the advantages
of SDN-NDN integration enabling efficient NDN Interest-
Data exchange (in terms of network delay). Our solution
encompasses: (i) a global view of network topology in real-
time; (ii) centralized decision making (including content-based
decision making and best-path selection) and (iii) dynamic
NDN adaptation to network changes.

Our proof-of-concept evaluation involves experimentation
over a real WMN, investigating both the control overhead and
the data messages exchange performance (e.g., NDN packets).
The evaluation results affirm the deployability of the proposed
system, illustrate our system’s delay performance and validate
the experimental methodology. Our contributions include:

• a novel SDN-NDN integration system over mesh net-
works.



NDN operation in unstable topologies with frequent dynamic
changes, such as the WMNs.

We plan to carry out further investigations and extend the
capabilities of our approach. These include:

• Extensive experimentation analysis and performance
evaluation of our approach in more complex experimental
scenarios (e.g., large-scale wireless mesh deployments,
multiple Consumers and Producers).

• Extension of the Controller capabilities improving its
decision making, taking into account additional NDN-
related information (e.g., caching information of the
intermediate network nodes, communication with the
Producer).

• Evaluation of our approach over challenging network
environments (e.g., signal interference of crowded ar-
eas, outdoor wireless conditions, long-distance), such as
Smart-City networks. We plan to conduct experiments in
the City-Lab test-bed [11] which provides real Smart-City
conditions.

• Adopting a multi-protocol solution, i.e., also support-
ing on-demand Delay/Disruption Tolerant Networking
(DTN), in order to provide further reliability support in
highly-disruptive networking conditions (e.g., mobility,
prolonged delays, frequent disruptions, link failures). In
this context, we can also enable the seamless NDN
operation in such challenging networking conditions with
the NDN-over-DTN stack [19].
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