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Abstract—We present a study of DTN transport layer service,
evaluating its performance during a file transmission from a
Mars relay satellite towards Earth. The experiments are being
held in a DTN Testbed designed and implemented for emulating
and evaluating deep-space communications. Bundle Protocol
truncates application data into bundles of different size and
Licklider Transmission Protocol is used as the convergence layer
protocol, encapsulating bundles into blocks and fragmenting
blocks into segments. Bundle size, LTP block size and segment
size are under consideration to achieve better transmission in
terms of delivery time, overhead and memory occupancy at the
sending node. Our most interesting conclusion is that memory
is released faster when using small bundles and LTP blocks. We
also conclude that segments should be close to the maximum
boundary of underlying layer’s MTU, and that ignoring these
dependencies, file delivery time in a channel of steady bit error
rate has little dependence from packet sizes.

Index Terms—Delay Tolerant Networking, packet size, Bundle
Protocol, LTP

I. INTRODUCTION

Delay/Disruptive tolerant networking, practically, is a nice
way to extend networking to areas where typical communi-
cation infrastructure does not exist and communication con-
tacts are primarily opportunistic or otherwise characterized
by long propagation delays. The two distinctive cases do
have something in common: an end-to-end strategy cannot
be implemented, at least in a way that was implemented
in the traditional Internet. This fact has a rather obvious
justification: a responsive sender-receiver interaction cannot be
based on occasional communication snapshots and, beyond, a
transmission strategy cannot be accurate and efficient under
such circumstances.

However, delay-tolerant networking does not really imply
that delay is not an important performance metric. Indeed,
a delay/disruptive tolerant network should be able to operate
even more efficiently when communication contacts exist. That
is, in order for DTN to present itself as a complementary
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communication means, it should invest on maximizing trans-
mission capability during communication contacts - which, in
turn, will possibly allow for application completion within
the operational cycle and before a new disruptive cycle.
For example, imagine a space communication contact with
duration of 20 minutes and disruption of 2 hours. It is crucial
indeed to complete applications within the 20 minute cycle -
otherwise, the application performance will fall, dramatically.
This argument has not been highlighted adequately in the
related literature.

Within this context, we investigate the impact of packet
size on DTN performance. Packet size may influence the
error probability, may disrupt the interaction among different
network layers, impacts the overhead cost, and the memory
utilization. In order to investigate the impact of the aforemen-
tioned parameters, we used a real DTN Testbed. The testbed
was funded by ESA and its backbone is located in our lab
and extends to MIT and Hellenic Aerospace Industry premises
though HELLLAS SAT. We developed the following scenario:
A 10 MByte file is transferred from a Mars relay satellite to
a DTN node on Earth through an error-prone channel with
propagation delay equal to 10 minutes.

We found that segment size influences overhead greatly,
while bundle size has a major impact on memory occupancy
and release. Transmission time, on the other hand, is not
significantly influenced by either segment or bundle size.

The paper has the following structure: Section 2 briefly
describes related work in the area of packet size in wireless
networks, and delay/disruption tolerant networks in particular.
Section 3 presents the DTN and protocol background of our
work and section 4 outlines our experimental methodology,
including the DTN Testbed, scenario, parameters and metrics
used. In section 5 we present the experimental results and in
last section we discuss conclusions and future extensions of
our work.

II. RELATED WORK

The scientific area of packet size optimization over error-
prone and low rate channels has been thoroughly investigated
by researchers. The propagation delay and packet losses that



appear in every case make data transfer lengthy, energy
consuming and occasionally impossible. Different network
layers have been under analysis, most of them referring to
terrestrial networks. Medium Access Control improvement
in packet size attracts the majority of relevant research [7]-
[15]. X. Wang et al. focused on the impact of packet size
on energy efficiency. [7]. Jun Yin et al. in their simulation
[8] analyze the performance of the IEEE 802.11 distributed
coordination function. They show that packet error decreases
throughput and increases delay, and conclude that there exists
an optimal packet length, which maximizes throughput under
a given channel condition. Many interesting algorithms for
optimizing packet sizes have been presented to adaptively
improve the goodput of a system [9], [10]. There has been
also some work done that concerns the transport layer packet
size. Albuquerque et al. in [11] evaluate performance of TCP
Reno connections as a function of TCP packet size. However,
all of the mentioned research papers focus on links with small
propagation delay, where the sender can receive feedback from
the receiver and adjust the packet size accordingly. There are
environments, such as the one studied in this paper, where
such feedback is not available during one transmission round.
A. Harris et al. [12] in one such environment, analyzed packet
size adaptation in underwater acoustic networks, with high bit
error rates and long propagation delay.

During the recent years, Delay Tolerant Networking has
gained much attention especially in space communications.
Thus, there has been some work done on the optimization
of packet size in space specific protocols. R. Wang et al. in
[13] present an experimental study of MAC layer packet size
over space links, considering the cross-layer interactions, and
using Space Communication Protocol Standards as a protocol
suite. In [14], Wang et al. focus on cislunar communications
and simulate file transfers using Bundle Protocol and Licklider
Transmission Protocol. They measure file transmission time
and goodput in relevance to one-way delay, with a maximum
of 5 seconds propagation delay. However, in deep-space there
are much more lengthy delays than near space and, therefore,
major differences occur in network and protocol performance.
A deep-space environment study is presented in [15] where
the performance of CCSDS File Delivery Protocol (CFDP) is
evaluated in weather sensitive Ka-band links. Using network
outages, file size and CFDP protocol data unit (PDU) size
as input parameters, they measure the storage required to
complete 99.99% of file transmissions. They conclude, among
others, that unlike PDU size and file size, pass outages do have
significant impact on protocol behavior.

ITI. DTN BACKGROUND AND PROTOCOLS
A. Delay Tolerant Networking (DTN)

The existing Internet is based on TCP/IP protocol suite and
assures end to end connectivity, provided that the latencies
are relatively small, the connectivity is continuous and the
bidirectional data rates are high. However, in many networks
such as the interplanetary communications this is not the
case; propagation delay can reach up to minutes or even

hours, the data rates are asymmetric and relatively low and
there is an intermittent connectivity, which gives DTN another
interpretation, Disruption Tolerant Networking. Such networks
have not just emerged. In the near past, each individual
network used to have its own dedicated protocol suite and
was detached from the global Internet. However, the idea to
incorporate all of them to the Internet emerged the Bundle
Protocol (BP), a protocol to unite different kinds of networks
and treat them as a global one.

B. Bundle Protocol (BP)

Bundle Protocol (specified in [1]) serves as a new protocol
layer on top of heterogeneous region-specific lower layers
and below the application layer and allows communication
between applications in different areas and environments,
forming a store-and-forward overlay network. It is an end-
to-end experimental architecture, not fully implemented yet,
missing at that stage a full implementation of end-to-end data
delivery assurance. However, it is used widely in terms of
experimental research and will eventually achieve commercial
use.

Bundle protocol uses bundle as a protocol data unit which
may be of various lengths. Ivancic et al. have used bundle
sizes of 160 MB to transfer images from orbit to a ground
station [4]. On the other hand in [2], Scott Burleigh suggests
use of small bundles, less than 64KB long, to enable par-
tial data delivery at application-appropriate granularity. It is
obvious that the scientific community has not yet defined a
commonly accepted formula of encapsulating application data
into specifically sized bundles. In this paper we try to evaluate
a wide scale of bundle sizes and measure the impact of this
parameter on deep-space file delivery.

Main capabilities of Bundle Protocol include custody-based
retransmission, ability to cope with intermittent connectivity,
and ability to take advantage of scheduled, predicted, and
opportunistic connectivity, in addition to continuous connec-
tivity. When a node forwarding a bundle “accepts custody”,
it retains a copy of the bundle to re-forward it if necessary.
Custody is released when notification is received that some
other node (or the destination endpoint) has accepted custody
of the same bundle or the bundle is explicitly deleted for some
reason, such as lifetime expiration. In terms of deep-space
communications, bundle custodian nodes occupy memory to
store multiple bundles. It is critical that this memory is not
held for longer periods than necessary, because the cost of
space resources is excessively high. Thus, one of the main
issues we examine is memory occupancy using different sizes
of bundles.

Bundles are encapsulated into packets of the underlying
transport layer, also known as convergence layer. There are
numerous convergence layer protocols being developed by
communication researchers, and most of them are still under
standardization. One of the main utilities of convergence layer
protocols is to ensure hop-by-hop bundle transmission. Bundle
delivery reliability in such cases has a single-hop granularity
and thus the evaluation of bundle transmission can be ex-



amined in each hop separately. One of the commonly used
convergence layers is named Licklider Transmission Protocol
(LTP) and its main functionality is described in the following
section.

C. Licklider Transmission Protocol (LTP)

LTP is one of the mostly known protocols that are used in
the convergence layer under Bundle Protocol and its detailed
functionality is specified in [5]. Communication in LTP is
separated in sessions, also known as blocks. Each LTP session
has a sender and a receiver node and gathers into blocks
bundles ready for transmission to the destination. Then, LTP
fragments data into segments, which are encapsulated in lower
layer frames. The last segment within a set of segments, called
a checkpoint, requests an answer segment by the receiver,
which reports the received packets in a report segment. If
the data received is the complete LTP block, session ends
with a report-acknowledgement segment. Otherwise, the report
segment details the missing parts of the block, and in turn the
sender retransmits the correspondent segments. The process is
repeated as many times required until the block is received
correctly.

Scott Burleigh, in [2], recommends grouping of multiple
bundles destined to a specific node into the same block. How-
ever, this is a rather generic rule. For example in a topology of
a few nodes with a single sender communicating with a single
receiver, the required level of service may not necessarily
get any beneficial treatment by this particular LTP stacking
policy. Therefore, in this paper, we use a correspondence of
one bundle to one LTP block, to avoid overhead.

LTP segment size is also under investigation here: currently
there are no instructions in the protocol specification on ap-
propriate segment length, other than Maximum Transmission
Unit of the underlying link layer protocol, which inevitably
sets an upper bound to segment size.

In figure 1 we illustrate the DTN transport encapsulation
process, as described previously.
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Fig. 1. DTN Transport Service: Packet Encapsulation

Although we use LTP in our experiments, the research and
results may be extended to other convergence layer protocols
with similar functionality that assure hop-by-hop data delivery.

IV. EXPERIMENTAL METHODOLOGY

A. DTN Testbed

Our experimental methodology has also influenced the
design of the DTN Testbed that was implemented in our
lab ([3]). The Testbed was developed in order to evaluate
Delay Tolerant Networking environments such as the deep-
space though it may be adjusted to delay/disruption tolerant
terrestrial internets.

Our main research purpose was to evaluate real-time net-
work behavior, using deep-space environment conditions. In
addition, one of our main requirements being the actual
protocol implementations and real protocol headers rather
than simulation protocols, the use of a simulation tool was
inappropriate. For these purposes, the DTN Testbed provided
us with a perfect emulation environment to conduct our real-
time experiments.

The Testbed currently consists of 12 geographically spread
participating nodes, located in Space Internetworking Lab-
oratory of Democritus University of Thrace, in Hellenic
Aerospace Industry in Athens and in Massachusetts Institute
of Technology. It includes emulated network links, real and
modeled protocol implementations, including Bundle Protocol
and LTP, and is enhanced with actual satellite link interfaces
offered by HellasSat satellite. Network parameters and evalua-
tion results can be easily controlled by a Central Management
System through a Graphic User Interface. The dynamic control
of network parameters along with scalability, transparency
to upper layer protocols and flexibility to emulate various
topologies and incorporate new protocols and mechanisms are
its basic elements.

As there is a plethora of available protocol suites to evaluate,
we chose the one that fits our evaluation scenario, which is
described in the following session. The Testbed’s dynamic
adjustability allowed us to specifically optimize it to target our
scenario and parameters. The software selected to implement
the protocol suite we used was Interplanetary Overlay Network
[2], and it was customized accordingly. For each experiment
conducted, ION was configured according to parameter val-
ues in each case. Additionally, the tool that allowed us to
incorporate link delays and channel errors was netem, included
in Linux kernel and therefore integrated in each node of the
testbed [6].

In figure 2 we present a preview of the DTN Testbed’s
protocol stack.

CFDP (ack. Mode) | CFDP (unack Mode) | AMS | Test Applications
Bundle Protocol
(inchiding CGR, DILSR and PRoPHET Routing)
LTP/TCP / UDP
Space Packet Protocol
P
Ethernet

UDP

Fig. 2. Testbed protocol stack



B. Scenario and parameters

As mentioned previously, the scenario we examine emulates
a file transmission from a Mars relay satellite to a node located
on Earth (or an Earth satellite). Mars relay satellites according
to JPL [16] have visual contact with Earth for about 2/3 of
each orbit, or about 16 hours a day. They can gather data such
as images, videos and other information from Rovers exploring
Mars surface and then transmit it to the space agency on Earth
for analysis. The file being sent in our experiments is 10MB,
enough to store an image of the Mars surface. Connectivity
is continuous as file transmission time is about an hour and
definitely less than the uptime of the link.

One way light time from Mars to Earth is not steady but
varies according to the distance between the two planets. With
a minimum of approximately 9.4 minutes and a maximum
of 17.8 minutes propagation delay ([16]), our choice of 10
minutes is not far from the lower limit. However, the order of
magnitude in comparison with a typical propagation delay on
Earth, permits us to argue that this quantitative divergence will
have no qualitative difference on our results and deductions.

Bandwidth between the two nodes is asymmetric with
downlink supporting 100 Kbits per second and uplink typically
transferring from 10 to 400 bits per second, due to the reports’
small size. Delivery time thus was primarily affected by
downlink data rate as files were sent from Mars to Earth,
while the opposite flow was used only to deliver small report
segments.

Bit Error Rate (BER) in the majority of our experiments
was equal to 10~¢ which is a common and acceptable error
rate through deep-space environments, as one can see in
[15]. We also evaluated performance with higher error rates
(BER=10"°) but also with smaller (BER=10"7) in order to
compare the impact of BER. The realistic nature of the exper-
iments obliged us to conduct time-consuming experiments, and
therefore we report results from a statistically significant but
not a huge number of experiments. Especially in cases with
high Bit Error Rates, where file transmission lasted several
round-trip-times, we conducted only the necessary number
of experiments. In such cases, that number was calculated
using statistical measures such as typical deviation among
the first 20 experiments. File Delivery Time, however, with
BER=10"" needed a large number of experiments in order to
achieve statistically acceptable results. This fact, along with
the lengthy file transmissions, forced us to exclude measuring
File Delivery Time using high error rates.

Bit Error Rate was in turn translated into Packet Error Rate
(PER) in each experiment. PER values varied from 0.05%
(segment size = 600 Bytes, BER=10"") to 10.9% (segment
size = 1400 Bytes, BER=10"?). The PER used was random
with a uniform distribution, thus making it a typical channel
error, which may not correspond to the characteristics of errors
caused by external factors (weather conditions, etc.).

DTN bundle sizes used were 20, 50, 100 and 500 KBytes.
LTP block size has been fixed accordingly to correspond to
one single bundle, equaling the size of bundle. LTP Segment

sizes used were 600, 800, 1000, 1200 and 1400 Bytes.
Emulation parameter values are listed in Table 1.

TABLE I
SCENARIO PARAMETERS

Parameters Values
File size 10 MB
Propagation delay 10min
Downlink rate 100Kbps

Uplink rate Asymmetry (10-400 bps)
10-5, 1076, 1077
20, 50, 100, 500

600, 800, 1000, 1200, 1400

Bit Error Rates
Bundle/LTP block size (KBytes)
LTP Segment size (Bytes)

C. Metrics

In order to evaluate file delivery through deep-space, we try
to focus our attention on vital space communication issues.
One of them is resource conservation. Energy consumption,
along with telemetry and telecommand incessant row, makes
channel resources invaluable and increases the importance of
reducing transmission effort. Another important issue is quick
file delivery, as observation data may need to be delivered,
stored and further inspected by space agencies as soon as
possible. Finally, we evaluate buffer storage exploitation. In
terrestrial communications buffer storage is a basic factor
when designing protocols. In deep-space networks, however,
where hardware and components cost is extravagant, memory
and buffer usage becomes most important. Examining the
above deep-space communication issues, we mainly focus on
three important metrics, which are listed below.

1) At first, we examine Wasted Transmission Effort (WTE),
which includes protocol overhead and retransmitted
packets, as a percentage of pure application data (actual
file size).

Total Bytes Sent — Application Data

WTE =100
hox Application Data

ey
2) The second metric we measure is File Delivery Time
(FDT), which represents the time needed to complete the
10MB file transmission to the last segment. During our
statistical analysis, a percentage of files were delivered
successfully through two round-trip-times. During these
file deliveries, lost packets were transferred correctly
through the first retransmission round. In many cases
though, retransmitted packets were lost during their
retransmission, leading to a second retransmission round
and consequently to an major increase in FDT. This fact,
along with the 10-minute propagation delay, led to a
quite large deviation of FDT. Therefore, we measured
the percentile of file transmissions, as the time needed

to complete specific percentages.
3) Finally we present a third metric, Memory Occupancy,
which measures the memory space detained at the sender



and shows its release through time with the delivery of
bundles.

V. EXPERIMENTAL RESULTS

In figures 3 and 4 we capture Wasted Transmission Effort,
which consists of the overhead along with retransmitted pack-
ets. Changing both segment size and bundle/block size (see
figure 3), we may argue that segment size is the parameter
that affects WTE mostly. This can be easily explained, as
the overhead produced by segments with 600 Bytes length is
more than twice the overhead of 1400 Bytes segments. Bundle
size and LTP block size, in contrast to segment size, have
no significant impact on the overhead produced. It is obvious
from figure 4 that, even with varying error rate, segment size
remains the most important factor for WTE. This is despite
the fact that retransmissions increase greatly.
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Fig. 3. WTE vs LTP segment size and bundle/LTP block size. BER = 10—6
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Fig. 4. WTE vs LTP segment size and BER. Bundle/block size = 100KBytes

File Delivery Time is studied next. During this set of
experiments, we kept BER fixed and equal to 1076 and varied

segment size and bundle/block size. Our analysis included a
statistically acceptable number of file transmissions, during
which FDT percentile was measured. It appears from figure 5
that there is no significant difference when using fixed segment
size and varying bundle/block size. The nearly horizontal
line between 10% and 30-40% of percentile captures all
experiments that were completed with only one retransmission
round, while random loss of any retransmitted packet led to a
significant time increase in data delivery completion through
the rest of the experiments.
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Fig. 5. File Delivery Time vs file transmission percentile. Segment size =

1400 Bytes, BER = 10~

We also note that if we isolate file deliveries that needed
only one retransmission round (that is roughly 30-40% of total
file transmissions), we could argue that bundle/block size has
a minor impact on File Delivery Time (see figure 6).
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Fig. 6. Average File Delivery Time with 99% confidence interval vs

bundle/block size for files completed with one retransmission. Segment size
= 1400 Bytes, BER = 10~

This can be justified by the fact that the last retransmitted
segment, and the block it belongs to, determine the file
completion time. For example, if the last reported lost segment



contains bytes from 9,700,000 to 9,701,000, the acknowledge-
ment reporting its loss will be sent by the receiver upon
receiving the checkpoint (last segment) of the specific LTP
block. This means that for a 20KB block size, when the
9,720,000th Byte is received, the destination node will send
a segment reporting any lost bytes. For a 100KB block size,
when the 9,800,000th Byte reaches destination, a similar report
segment will be sent. As a result, report segment arrives later at
the sender node and, consequently, lost packet is retransmitted
with a small time delay, in comparison with the first case
(20KB block size). In figure 6 we also illustrate the 99%
confidence intervals that derived from our statistical analysis.

In the next pair of diagrams (figures 7 and 8), we examine
File Delivery Time, keeping block size fixed and varying
segment size.
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Fig. 7. File Delivery Time vs file transmission percentile. Bundle/block size
= 50 KBytes, BER = 106
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In figure 7 we measure the percentile of completed file
transmissions. We can argue that there is no significant change

when using different segment values. This is in contrast to
the vast difference in previous diagrams presenting Wasted
Transmission Effort. One might expected that greatly increas-
ing overhead, transmission time would also increase in a more
straight-forward way. Instead, there is only a slight effect in
the statistical analysis of all file deliveries. However, overhead
impact on data transmission time becomes more evident when
we isolate the experiments that were completed with a single
retransmission round. Average FDT of these experiments along
with 99% confidence intervals are presented in figure 8. It is
obvious that, in that case, mean FDT decreases as segment
size increases. However, the difference in average time values
is minor.

In figure 9 we present average file delivery times and 99%
confidence intervals with BER = 107, bundle and block size
fixed and equal to 100 KBytes, and segment size varying from
600 to 1400 Bytes. During these file deliveries there was no
second retransmission round and, therefore, small deviation
and confidence intervals allowed us to measure average time
values. It is obvious, therefore, that overhead is the main factor
that affects transmission time, increasing it with the decrease
of segment size.
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Fig. 9. Average File Delivery Time with 99% confidence interval vs segment
size. Bundle/block size = 100 KBytes, BER = 107

Finally, we measure our most interesting metric, Memory
Occupancy at the sender. Our first observation is that keeping
bundle/block size fixed and changing segment size has no
significant impact on memory release rate. This is quite
obvious in figures 10 (block size = 50KBytes) and 11 (block
size = 20KBytes). During the first time period (roughly 0-1250
seconds), data are being transmitted from sender to receiver
and report segments are being transmitted vice versa, though
no report segment has arrived yet to the sender node. During
the next time period, report segments arrive continuously at
the sender. In case any of these segments report successful
bundle delivery (with no lost segments), the specific bundles
are released from memory, resulting in Memory Occupancy
decrease. The horizontal lines between 2000-2500 seconds
capture the time period between the first and the second
transmission rounds. During this time slot, no report segment



arrives at sender and, therefore, no bundles are discarded from
memory.
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Fig. 10. Memory Occupancy through time vs LTP segment size. Bundle/block
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Figures 10 and 11 show results from a single experiment
conducted for each segment size value, and are not a statistical
analysis result. This is mainly because of randomness: In
each experiment, even conducted with the same segment
size, different segments are lost and different bundles are
released from memory, preventing us from statistically analyze
a plethora of experiments. However, when comparing results
from different experiments with the same segment size, the
differences that appear are insignificant. So, we may argue
that presenting a single experiment for each segment size is
adequate to analyze and compare results between different
segment sizes.

During the next set of experiments, we kept LTP segment
size fixed and compared Memory Occupancy using bun-

dle/block sizes from 20 to 500 KBytes. Figures 12 (segment
size = 600 Bytes) and 13 (segment size = 1400 Bytes)
picture the comparative results. As mentioned in the previous
paragraph, a single experiment from each bundle/block length
is depicted. It is obvious from figures 12 and 13 that there
is a substantial difference in Memory Occupancy between
experiments with different bundle/block sizes.
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This divergence can be justified by the granularity of stored
and acknowledged data. In order to achieve reliable file
delivery, sender node releases each bundle only on receipt of
complete bundle delivery report. Therefore, a single segment
loss results in memory conservation of the whole bundle that
contains the specific segment. For example, when bundle size
used is 500 KBytes and one 1400Byte-segment is lost, receiver
node may not release that bundle until reception of the lost
segment. As a result, when bundle size is small, there is



a quicker memory release in comparison with larger bundle
sizes.

This is a very interesting observation and may be of great
value to space agencies as well as space protocol designers.
Fast memory release can be very useful, especially in space
nodes, where memory components are expensive and where
critical applications operate. In some cases, memory usage
may be vital even for a space node’s life.

VI. CONCLUSION - FUTURE WORK

In this paper, we evaluated the performance of DTN trans-
port layer service in a DTN Testbed that emulates deep-
space environments. File transmissions from a Mars relay
satellite to Earth are studied using BP as a store-and-forward
protocol and LTP as a convergence layer protocol, varying
sizes of bundle, LTP block and segment. Despite the real-time
emulation restrictions, we reached a number of conclusions,
which are presented in the following paragraphs:

« Increase of LTP segment size has one major consequence:
Overhead. Channel occupancy increases by roughly 5%
of the application data when segment size is reduced
from 1400 to 600 Bytes. As a result, when segment
size is small, transmission effort and energy consumption
increase at the sender node. Therefore, we may argue
that optimal LTP segment size should be as close to
the underlying protocol MTU as possible. This could be
extended to other convergence layer protocols as well.
The observation that small protocol frame size leads to
increased overhead is independent of the convergence
protocol used.

e File Delivery Time is not significantly affected by bun-
dle/block size and segment size. Randomness in packet
losses, along with long round-trip-time, boosts transmis-
sion time deviation. In a percentage of experiments, file
is delivered completely in a single retransmission round
(roughly 30-40%), while in the rest it requires more
rounds. In cases where file delivery does not require a
second retransmission round, such as in channels with
BER=10"7 or in a percentage of file transmissions with
BER=10"9, we observed a clear pattern: Increasing bun-
dle and block size leads to a minor increase in file
delivery time, while increasing segment size decreases file
delivery time. The time difference in both cases, however,
is insignificant.

o From the evaluation of Memory Occupancy at the sender,
we discovered that bundle size and LTP block size are
significant parameters indeed. When bundle size and the
correspondent block size is large, a lost segment forces
the sender node to keep the entire bundle and block in
memory. When multiple small bundles are used instead,
sender keeps only the bundle that contains the lost
segment, while the rest are released from memory. This
is very useful in deep-space telecommunications mainly
because of memory cost. Space component memory is
released faster when small bundle and block sizes are
used, and it can be used by other critical applications.

In this paper we cover only typical random errors. We
intend to extend this work further and evaluate packet size
impact on protocol behavior, when errors appear in bursts or,
in any case, the error pattern corresponds to external factors
such as weather conditions. An interesting future direction
also is to investigate packet size in space communications,
using more nodes, different topologies and alternate routes.
Our initial conclusions about memory release, in particular,
could be examined further in a more realistic scenario with a
more complex topology.
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