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Abstract—Media-streaming applications require smooth 

patterns of data transmission and also benefit from efficient 
resource utilization. System-wise, the underlying congestion 
control mechanism should achieve fairness and maintain 
TCP-friendliness. In this context, we optimize Additive Increase 
Multiplicative Decrease (AIMD) congestion control for 
multimedia applications, within the framework of bandwidth 
efficiency, smoothness, and inter-protocol fairness. We assume 
Scalable Streaming Video Protocol (SSVP) as the underlying 
congestion control mechanism. Departing from SSVP’s 
throughput model and based on the concepts of the knee and the 
cliff as defined in [4], we provide an analysis of AIMD 
congestion control, taking into account the role of the bottleneck 
queue. We observe that although multiplicative decrease is 
necessary to achieve fairness, it does not necessarily sacrifice 
the system throughput, as long as the system operates between 
the knee and the cliff. The proposed AIMD mechanism 
introduces congestion control parameters adaptable to current 
network conditions, preventing the system from operating 
below the knee, where a fraction of the available bandwidth is 
not utilized and smoothness is compromised as throughput 
fluctuates. 
 

Index Terms—Congestion Control, Quality of Service, 
Multimedia Streaming.  

I. INTRODUCTION 
Recently Internet has been experiencing an increasing 

demand for multimedia services, such as audio and video 
delivery. Media-streaming applications yield satisfactory 
performance only under certain Quality of Service (QoS) 
provisions, which may vary depending on the application 
task and the type of media involved. Unlike bulk-data 
transfers, multimedia flows require a minimum bandwidth 
guarantee, and they are also sensitive to variations of 
throughput and delay. Generally, streaming applications seek 
to achieve smooth playback quality rather than simply 
transmit at the highest attainable bandwidth.  

Additive Increase Multiplicative Decrease (AIMD) [4] 
flows compose the Internet’s main bandwidth consumer. The 
goal of AIMD algorithms is to prevent applications from 
either overloading or under-utilizing the available network 
resources. Although AIMD-based Transmission Control 
Protocol (TCP) provides reliable and efficient services for 
bulk-data transfers, several design issues render the protocol 
a less attractive solution for multimedia applications. More 
precisely, the process of probing for bandwidth and reacting 
to observed congestion causes oscillations to the achievable 
transmission rate. Furthermore, TCP occasionally introduces 
arbitrary delays, since it enforces reliability and in-order 

delivery. In response to standard TCP’s limitations, several 
TCP-friendly protocols (e.g. [6, 18, 19]) achieve smoother 
sending rate adjustments, while they manage to compete 
fairly with TCP flows. In order to achieve smoothness, they 
use gentle backward adjustments upon congestion. However, 
they compromise responsiveness through moderated upward 
adjustments [17].  
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Essentially, the choice of additive increase rate α and 
multiplicative decrease rate β has a direct impact on protocol 
responsiveness to conditions of increasing contention or 
bandwidth availability. In highly multiplexed dynamic 
networks, AIMD flows with different (α, β) pairs have 
different response patterns to transient changes of network 
resources. For example, an AIMD flow with a large α and 
small β is very sensitive to bandwidth variation, and 
consequently its instantaneous throughput changes rapidly. 
Such behavior may cause frequent interruptions on data 
delivery, with an adverse effect on the playback quality of 
media-streaming applications. The variations in sending rate 
can be theoretically smoothed out with application-level 
buffering, but this could result in huge client buffers and 
unacceptable end-to-end delays depending on the extent of 
fluctuations. 

Most AIMD protocols tune these parameters to favor 
either smoothness or responsiveness, depending on the 
underlying network and the supporting application 
requirements. From the perspective of delay-sensitive traffic, 
a static and smoothness-oriented modulation of AIMD 
parameters may impose considerable limitations in terms of 
resource utilization, especially in dynamically changing 
environments, such as the Internet which operates in the 
transient than in the stationary regime. Therefore, the 
challenge does not lie in simply reducing AIMD oscillation, 
but rather providing smoothness along with bandwidth 
efficiency and fairness. 

Following these observations, we analyze and further 
extend the dynamics of AIMD congestion control to optimize 
bandwidth utilization and concurrently achieve high levels of 
smoothness, inline with the requirements of streaming 
applications. We assume Scalable Streaming Video Protocol 
(SSVP) [11] as the underlying congestion control 
mechanism; however, the proposed model can be easily 
incorporated into any congestion control scheme that is based 
on an AIMD algorithm. SSVP is an AIMD-oriented 
rate-based protocol that operates on top of UDP. Generally, 
rate-based congestion control [6, 11, 13] composes a 
plausible candidate for media-streaming applications, 
considering TCP’s limitations and the impending threat of 
unresponsive User Datagram Protocol (UDP). SSVP 
generates a smoothed data flow by spreading the data 
transmission across a time interval, avoiding the burstiness 
occasionally induced by the window-based mechanisms. 



PAPADIMITRIOU AND ZHANG: OPTIMIZATION OF AIMD CONGESTION CONTROL FOR MEDIA-STREAMING APPLICATIONS 73

However, the protocol employs static AIMD parameters (i.e. 
α = 0.31, β = 0.875) and may result in inferior bandwidth 
utilization. 

In this context, we optimize SSVP congestion control with 
the adaptive modulation of additive increase and 
multiplicative decrease factors in order to provide the 
underlying AIMD algorithm with a sufficient operating 
scope, where the bottleneck bandwidth is fully exploited and 
system throughput is stable. Departing from SSVP’s 
throughput model, we derive an analytical expression for the 
points knee and cliff, as defined in [4]. Knee is considered as 
the point where the whole bottleneck capacity has been 
utilized and the queue is empty. Likewise, the point where the 
queue starts overflowing is called cliff. We observe that 
although multiplicative decrease is necessary to achieve 
fairness, it does not necessarily sacrifice the system 
throughput, as long as the system operates between the knee 
and the cliff. Consequently, we derive an equation for the 
adaptive adjustment of an effective decrease ratio that (i) 
prevents the system from operating below the knee, where the 
available bandwidth remains underutilized and (ii) maintains 
adequate AIMD oscillation which is required by the system 
in order to converge to fairness. The proposed mechanism 
introduces new congestion control parameters adaptable to 
current network conditions to avoid the damage of static 
multiplicative decrease on throughput performance and 
smoothness. We note that the specific adjustment strategy 
relies only on Round Trip Time (RTT) estimation and does 
not require the collaboration of Active Queue Management 
mechanisms, such as Random Early Detection (RED) [7] or 
Explicit Congestion Notification (ECN) [12]. 

The remainder of the paper is organized as follows. 
Section II reviews related work. In Section III we provide an 
overview of SSVP and we derive a throughput model for the 
SSVP flows. In Section IV we analyze the dynamics of 
AIMD congestion control and we elaborate on the proposed 
AIMD mechanism, which is further incorporated into SSVP. 
Section V includes our evaluation methodology followed by 
Section VI, where we provide extensive performance studies 
based on simulations. Finally, in Section VII we highlight our 
conclusions and refer to future work. 
 

II. RELATED WORK 
The literature includes numerous studies and proposals 

towards efficient congestion control for media-streaming 
applications in the Internet. Authors in [10] provide a 
comparative overview of congestion control schemes for the 
Internet. Furthermore, [8] studies analytically smoothness, 
responsiveness, and the fairing speed of linear congestion 
control algorithms, including AIMD. 

Rate Adaptation Protocol (RAP) [13] is a rate-based 
protocol which employs an AIMD algorithm for the 
transmission of real-time streams. The sending rate is 
continuously adjusted by RAP in a TCP-friendly fashion, 
using feedback from the receiver. RAP attempts to resemble 
TCP’s functionality, leaving out only the undesired 
reliability. The RAP source receives acknowledgments 
(ACK) infrequently and exploits the redundant information 
on a single incoming ACK to detect packet loss, inline with 

TCP’s Fast Recovery algorithm [15]. However, some aspects 
of TCP design that do not favor smooth delivery are 
incorporated into RAP. For example, the multiplicative 
decrease by a factor of ½ invokes abrupt rate reductions upon 
congestion, compromising smoothness. 

Since TCP is rarely chosen to transport delay-sensitive 
traffic over the Internet, TCP-friendly protocols constitute an 
elegant framework for multimedia applications. We consider 
as TCP-friendly any protocol whose long-term arrival rate 
does not exceed the one of any conformant TCP in the same 
circumstances [5]. TCP-friendly congestion control 
maintains network stability by promptly responding to 
congestion and is also cooperative with other flows, while it 
commonly provides more efficient QoS, i.e. smoothed 
sending rate and reduced delays for media-streaming 
applications. TCP-friendly Rate Control (TFRC) [6] is a 
representative TCP-friendly protocol, which adjusts its 
transmission rate in response to the level of congestion, as 
estimated based on the calculated loss rate. Multiple packet 
drops in the same RTT are considered as a single loss event 
by TFRC and hence, the protocol follows a more gentle 
congestion control strategy. More precisely, the TFRC 
sender uses the following TCP response function: 
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where p is the steady-state loss event rate and RTO is the 
retransmission timeout value. Equation (1) enforces an upper 
bound on the sending rate T. However, the throughput model 
is quite sensitive to parameters (i.e. p, RTT), which are often 
difficult to measure efficiently and predict accurately. Also, 
the long-term TCP throughput equation does not capture the 
transit and short-lived TCP behaviors, and it is less 
responsive to short-term network and session dynamics [17]. 
Authors in [14] uncover a long-term throughput imbalance 
between competing TFRC and TCP connections, reporting 
that the throughput difference can be further amplified, as 
long as the TCP and TFRC flows experience different packet 
loss rates. 

GAIMD is a TCP-friendly protocol that generalizes AIMD 
congestion control by parameterizing the additive increase 
rate α and multiplicative decrease ratio β. For the family of 
AIMD protocols, authors in [19] derive a simple relationship 
between α and β in order to be friendly to standard TCP:  

                             
3
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Based on experiments, authors in [19] propose an adjustment 
of β = 0.875 as an appropriate smooth decrease ratio, and a 
moderated increase value α = 0.31 to achieve TCP 
friendliness.  

TCP-Real [16] is a high-throughput transport protocol that 
incorporates a congestion avoidance mechanism in order to 
minimize transmission-rate gaps. The protocol employs a 
receiver-oriented and measurement based congestion control 
mechanism that significantly improves real-time 
performance over heterogeneous networks and asymmetric 
paths. 

Datagram Congestion Control Protocol (DCCP) [9] is a 
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new transport protocol that provides a congestion-controlled 
flow of unreliable datagrams. DCCP is intended for 
delay-sensitive applications with relaxed packet loss 
requirements. The protocol aims to add to a UDP-like 
foundation the minimum mechanisms necessary to support 
congestion control. DCCP provides the application with a 
choice of congestion control mechanisms via Congestion 
Control IDs (CCIDs), which explicitly name standardized 
congestion control mechanisms. Currently, two CCIDs have 
been developed supporting TCP-like and TFRC congestion 
control. 

Binomial congestion control [1], such as IIAD or SQRT, is 
also attractive to multimedia applications for its smooth rate 
variations. For example, SQRT responds to packet drops by 
reducing the congestion window size proportional to the 
square root of its value instead of halving it. However, 
binomial schemes are not able to achieve TCP-friendliness 
independent of link capacity [3]. Apart from link capacity, 
the selection of increase rate and decrease ratio composes 
another influencing parameter. 

 

III. SSVP OVERVIEW AND THROUGHPUT MODEL 
Scalable Streaming Video Protocol (SSVP) [11] is an 

end-to-end TCP-friendly protocol optimized for unicast 
video streaming applications. SSVP operates on top of the 
light-weight UDP which is already preferred by the majority 
of streaming applications and Internet telephony. The 
protocol employs AIMD-oriented congestion control and 
adapts the sending rate by adjusting the inter-packet gap 
(IPG). SSVP applies modifications only in the sending and 
receiving hosts. The recipient uses control packets in order to 
send feedback of reception statistics to the sender. In 
accordance with the relaxed packet loss requirements of 
streaming video and considering the delays induced by 
retransmitted packets, SSVP does not integrate reliability 
into UDP datagrams. Hence, control packets do not trigger 
retransmissions. However, they are effectively used to 
determine bandwidth and RTT estimates, and properly adjust 
the rate of the outgoing video streams.  

SSVP enables a smoothness-oriented modulation of 
AIMD parameters in order to reduce the magnitude of AIMD 
oscillation and allow for smooth transmission patterns, 
without compromising TCP-friendliness. More precisely, 
SSVP’s congestion control employs an additive increase rate 
α = 0.31 and a multiplicative decrease ratio β = 0.875. The 
sender adjusts the transmission rate once per RTT in order to 
maintain a smoothed flow. Let S denote the packet length, the 
instantaneous transmission rate Ri for an SSVP flow is given 
by:   
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if we consider the transmission time ti of the ith packet 
negligible (compared to IPG). Each RTT the SSVP source 
calculates the ratio of the number of control packets (received 
within current RTT) that indicate congestion over the total 
number of incoming control packets in order to estimate the 
level of congestion and subsequently follow the appropriate 
recovery strategy. If this ratio exceeds a specific congestion 
level threshold, the sender infers congestion and immediately 

reduces the transmission rate via the multiplicative increase 
of IPG: 
                                   

β
IPGIPG i
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If the sender has received at least one control packet with 

                             

congestion indication but the measured ratio does not exceed 
the congestion level threshold, a transient loss (e.g. a wireless 
error) is assumed and the sending rate remains unaffected. 
The reception of control packets with no congestion 
indication within an RTT triggers an increase in the 
transmission rate by decreasing IPG, as follows: 
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The congestion level threshold has been set experimentally to 

 SSVP 
flo

                  

0.005. Further details of SSVP can be found in [11]. 
In the sequel, we derive a throughput model for
ws. Consider an ith SSVP source transmitting m packets 

with packet lengths Si1, Si2, …, Sim during a time period T, 
where Sij represents the jth packet of the ith flow. The average 
throughput of a single SSVP flow i is given by: 
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where iS  denotes the average packet length for the ith flow. 
thWe fur er model flow throughput assuming a fixed packet 

length Si and a measurement period of one RTT, as SSVP 
maintains a constant IPG within a certain RTT. We define 
ki(t) as a function of IPGi: 
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representing the number of packets transmitted by 

                             

connection i within an RTT. Based on equations (6) and (7), 
the throughput rate at time t is given by: 
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Combining equations (7) and (8), we obtain the 
in

                                     

stantaneous transmission rate for the ith flow: 
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inline with equation (3). Consider n SSVP flows in the 

   

system. System throughput at time t is defined as: 
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where K(t) and S represent the aggregated number of 
packets and the average packet length for all system flows, 
respectively. We exploit this system throughput model in the 
following section, where we explore the dynamics of AIMD 
congestion control. 
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Fig. 1. System Throughput vs. Load. 
 

IV. OPTIMIZATION OF AIMD CONGESTION CONTROL 

A. Dynamics of AIMD Congestion Control 
 as the network 

lo

 and cliff, we provide an 
an

                     

The general patterns of system throughput
ad increases are given in [4]. Throughput is generally 

increased in proportion to the load, until the load has reached 
the bottleneck capacity. At this point, called knee, throughput 
rate is maximum, and if the load continues to increase, a 
queue is being built up at the bottleneck buffer. At the time 
the buffer has overflowed, the network has reached the point 
cliff, where congestion may cause packet loss and 
subsequently diminish the throughput rate. Fig. 1 illustrates 
this throughput-load relation. 

Based on the concepts of knee
alysis of throughput dynamics, by taking into account the 

role of the bottleneck queue. We assume n flows sharing a 
single bottleneck link with capacity B. Let RTT0 denote the 
round-trip propagation delay and qdelay(t) the queuing delay 
at the bottleneck router. We rewrite equation (10) as: 
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S K(t)(t)throughput
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We consider the case where all flows probe for bandwidth 

                                 

and eventually the knee has been reached: 

S
BRTTK  *0knee =                                    (12) 

where Kknee denotes the number of packets with length S  
that can be accommodated in the bottleneck link. Un l 
network load has reached the knee, there is no steady queue 
built-up in the bottleneck buffer (i.e. RTT = RTT0). If K(t) 
increases further beyond Kknee, the bottleneck capacity is 
saturated and a queue in the bottleneck buffer is gradually 
built up. K(t) can be now expressed as: 

ti

                                K(t) = Kknee + ΔK(t)                                 (13) 

where ΔK(t) denotes the number of packets that linger in the 

                                 

queue, with ΔK(t) > 0. Therefore, the steady queuing delay at 
the bottleneck is given by: 

B
S ΔK(t)qdelay(t)  =  

physical capacity B. Indeed, with respect to equations 
(11)-(14) we have:  
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Note that increasing K(t) beyond the knee is not followed by 
throughput gains, since throughput is bounded by the 

                              (15) 

System throughput remains stable despite the increase of 
K(t), since qdelay(t) in the denominator of equation (15) 
grows as well. K(t) may continue increasing until reaching 
the cliff, where the queue occupies the whole buffer size: 

                          
S
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multiplicative decrease by the AIMD source, which adjusts 
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Potential packet flow triggers a 

the transmission rate accordingly. 
We therefore showed that increasing the network load 

beyond the knee does not increase 
lay is increased. Furthermore, our analysis indicates that 

some queue built-up is inevitable in order to provide the 
fairness-oriented AIMD algorithm with a sufficient operating 
scope, where the bottleneck bandwidth is fully exploited and 
system throughput is stable. More precisely, although 
multiplicative decrease is necessary to converge to fairness 
[4], throughput performance and smoothness are not 
necessarily compromised, as long as the system operates 
between the knee and the cliff.  

Ideally, the configuration of β should prevent the system 
from operating below the kne

ailable bandwidth is not utilized, and smoothness is 
degraded as throughput fluctuates.  Meanwhile, downward 
adjustments to the knee maintain adequate AIMD oscillation 
allowing fast convergence to the fairness point [17]. 
Therefore, the decrease ratio β should be optimally set to 
Kknee / Kcliff, so that upon packet loss (with the assumption it 
occurs at the cliff) the system will be adjusted downward to 
the knee. Combining equations (12) and (16), we derive the 
optimal adjustment of multiplicative decrease ratio:  
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where bufSize denotes the bottleneck buffer size in packets. 
With equation (17) bandwidth efficiency can be achieved 

BRTT  *0

along with smoothness and fairness. We observe that β = 0.5 
when the buffer size is equal to the bandwidth-delay product 
(BDP). Equation (17) corroborates that the adjustment of the 
decrease ratio depends on the network settings. In order to 
maintain TCP-friendliness, the additive increase rate should 
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be adjusted according to equation (2), after β has been 
determined by equation (17). 

Assume the system operates between the knee and the cliff 
in equilibrium, where the overa

 
Fig. 2. Simulation Topology. 

 

ll system throughput is kept at 
maximum, and hence is stable and smooth. Does this mean 
that each end user will observe a smooth throughput? 
Authors in [18] show that the smoothness of individual flows 
is directly related to the short-term fairness. With sufficient 
AIMD adjustments, the system can quickly converge to 
fairness. Given the condition of a smooth system throughput, 
the throughput achieved by each flow will be also smooth 
throughout the connection. From the perspective of an 
individual flow, a multiplicative decrease of ki(t) does not 
necessarily affect flow throughput: 
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) decreases correspondingly, because of the 
downward adjustment of the system. 

eters 
Based on the observations in subsection IV.A, we optimize 

framework of 
ba

if qdelay(t

 

. SSVP with Adaptive AIMD ParamB

SSVP’s congestion control, within the 
ndwidth efficiency, smoothness and fairness. SSVP 

continuously monitors RTT and RTTmin, which represent the 
current and minimum RTT, respectively. RTTmin corresponds 
to the round-trip propagation delay RTT0. If the system 
operates above the knee, the total number of packets sent in 
each RTT is expressed as: 

              
S
BBqdeRTT(K(t) 0 += RTT(t)

S
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congestion control is complemented 
adaptive adjustment of decrease ratio in order to prevent the 
SSVP’s with the 

system from operating below the knee. Upon the detection of 
packet loss, β is derived by:  
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allowing a downward adjustment to the knee, where    
 K(t) = Kknee. The spe

that affects the decrease ratio in equations (20) and (21) is 

ile RTTmin should 
re
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A. Experimental Settings 
 the NS-2 

network simulator. Simulations were conducted on a 
 topology (Fig. 2) with drop-tail 

ro

qdelay(t) = 0 and cific value of RTT(t) 

normally observed before the buffer overflows and 
congestion control is being triggered (i.e. K(t) = Kcliff and 
qdelay(t) = qdelaymax). Essentially, RTT(t) is an estimation of 
the maximum RTT, i.e. RTT0 + qdelaymax. In response to the 
adaptive decrease ratio, SSVP enforces a dynamic 
adjustment of the increase rate α by applying the current 
value of β to the TCP-friendly equation (2). Consequently, 
the protocol determines the proper increase rate to maintain 
friendliness with competing TCP flows. 

One concern with congestion control based on RTT 
measurements is the accuracy of RTTmin, since it affects the 
computation of β in equation (20). Wh

flect the round-trip propagation delay, it can be potentially 
overestimated, for example if a new flow joins a network 
with a persistent queue. An overestimated RTTmin may result 
in a higher β, and subsequently cause unfairness to other 
flows. RTTmin overestimation (due to the advent of new flows) 
is a well-known problem for TCP Vegas [2], as its congestion 
control target is to stabilize at a non-empty queue. The 
proposed adaptive control, however, does not suffer from this 
problem, since the system periodically adjusts downwards to 
the knee (i.e. empty queue), where round-trip propagation 
delay (RTTmin) can be accurately measured. 
 

V. EVALUATION METHODOLOG

The evaluation plan was implemented on

single-bottleneck dumbbell
uters and a round-trip link delay of 64 ms. The bottleneck 

link is shared by competing MPEG and FTP connections and 
its capacity is configured depending on the experiment 
performed. All the simulated FTP flows run over TCP Reno. 
We set the packet size to 1000 bytes for all system flows and 
the maximum congestion window to 64 KB for all TCP 
connections. We used drop-tail routers with the buffer size 
set roughly to half of the BDP. The duration of each 

K(t)
β min

 *0
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 =
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Combining equations (4) and (20), the sending rate of each 
SSVP flow is decreased via the multiplicative increase of 
IPG:  
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simulation is 200 sec. All the results are collected after 2 sec 
in order to avoid the skew introduced by the startup effect. 

In order to simulate MPEG traffic, we developed an 
MPEG-4 Traffic Generator. The traffic generated closely 
m

Since the simulation includes competing MPEG and FTP 
r performance metrics may be 

ap

atches the statistical characteristics of an original MPEG-4 
video trace. The compression initiates by encoding a single I 
(intra picture) frame, followed by a group of P (predictive) 
and B (bidirectional) frames. P frames carry the signal 
difference between the previous frame and motion vectors, 
while B frames are interpolated; the encoding is based on the 
previous and the next frame. We used three separate 
Transform Expand Sample (TES) models for I, P and B 
frames, respectively. The resulting video stream is generated 
by interleaving data obtained by the three models. 
 

. Performance Metrics B

connections, some of ou
plied separately to the MPEG and FTP traffic. Throughput 

is used to measure the efficiency in link utilization. 
Following the metric in [18], we use Coefficient of Variation 
(CoV) in order to gauge the throughput smoothness 
experienced by flow i: 

(t)}t{throughpuE
(t)}t{throughpuE  -  (t)}t{throughpEt u
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 it

2
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2
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where Et{} denotes the computation of the mean along time. 
For the ith flow, its instantaneous throughput around time t, 
throughputi(t), is sampled at a time scale of a few RTTs 
throughout the entire connection. In our simulations, the 
sampling period is set to 150 ms. For a system with multiple 
flows, we demonstrate the average of CoVs of all flows.  

Long-term fairness is measured by the Fairness Index, 
derived from the formula given in [4], and defined as: 
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where Throughputi is the throughput of the ith flow and n is 
the total number of flows. As a supplementary fairness 
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metric, we use Worst-Case Fairness, in order to conduct a 
worst-case analysis and provide a tight bound on fairness: 

)t(throughpu max
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Worst-Case Fairness is more sensitive to the system 
unfairness to a small fraction of flows and ranges in [0, 1] 

ransmission rate 
flu

)t(throughpu min ini1 ≤≤  

(with 1 representing the absolute fairness). 
The task of specifying the effects of network QoS 

parameters on video quality is challenging. T
ctuations, increased delays, jitter and packet loss 

commonly deteriorate the perceptual quality or fidelity of the 
received video content. However, these parameters do not 
affect quality in an independent manner; they rather act in 
combination or cumulatively, and ultimately, only this joint 
effect is detected by the end-user. In this context, we define a 

metric for the performance evaluation on video delivery, 
called Video Delivery Index, which captures the joint effect 
of jitter and packet loss on perceptual quality. The metric 
monitors packet inter-arrival times and distinguishes the 
packets that can be effectively used by the client application 
(i.e. without causing interruptions) from delayed packets 
according to a configurable packet inter-arrival threshold. 
The proportion of the number of delayed packets is denoted 
as Delayed Packets Rate. Video Delivery Index is defined as 
the ratio of the number of jitter_free packets over the total 
number of packets sent by the application: 

1
tssent_packe#

ckets
≤  

In accordance with video streaming delay guidelines, we 
adjusted the packet inter-arrival threshold at 75 ms. For a 

VI. PERFORMANCE EVALUATION 
In this section, we demonstrate performance studies based 

on ulated three 
M

 the proposed adaptive control in terms of 
ba

pa ejitter_fre# Index Delivery  Video =

system with multiple flows, we present the average of the 
Video Delivery Index of each MPEG flow. 
  

selected simulation results. First, we sim
PEG flows of (i) SSVP (0.31, 0.875) (i.e. SSVP with static 

parameters α = 0.31, β = 0.75) and (ii) SSVP with adaptive 
congestion control parameters (SSVP-ADP). We set the 
bottleneck capacity to 1 Mbps in our simulation topology. 
Fig. 3 illustrates the variation of sending rates for the 3 
individual flows and for the aggregated rate, during the first 
60 sec of the experiment. The transmission rate is averaged 
over 150 ms intervals, each one including a few RTTs for the 
simulated topology. According to Fig. 3a, SSVP flows 
experience perceptible variations in their transmission rate, 
despite the selection of AIMD parameters (i.e. 0.31, 0.875) 
which favor smoothness [19]. Consequently, the aggregated 
sending rate fluctuates between 800 Kbps and 1 Mbps, since 
occasionally the available bandwidth remains underutilized. 
In contrast, SSVP-ADP’s adaptive congestion control (Fig. 
3b) enables the system to operate between the knee and the 
cliff, utilizing the available network resources efficiently and 
alleviating the undesirable effects of AIMD’s rapid backward 
and graduated upward adjustments. Essentially, SSVP-ADP 
confines the fluctuations in the sending rate, maintaining a 
smoothed flow that optimizes media delivery and playback 
on the receiver. In order to quantify the gains attained in 
terms of smoothness, we measured CoV in the protocol 
sending rate in both cases: CoVSSVP = 0.0868 and 
CoVSSVP-ADP = 0.0581. We note that a lower CoV indicates a 
lower variation in sending rates, and consequently higher 
smoothness. 

We conducted additional simulations to assess the 
efficiency of

ndwidth utilization, smoothness, and fairness. In this 
context, we simulated a diverse range of MPEG flows (10-50 
flows) of (i) SSVP (0.31, 0.875), (ii) SSVP (0.58, 0.75), and 
(iii) SSVP-ADP, competing with 5 FTP connections of TCP 
Reno, successively. The bottleneck capacity was set to 10 
Mbps. We demonstrate the corresponding Throughput, CoV, 
Fairness Index and Worst-Case Fairness results for the 
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MPEG flows (Figs. 4-5). We selected the TCP-friendly pairs 
(0.31, 0.875) and (0.58, 0.75) for SSVP, since an AIMD flow 
with a small α and large β is less sensitive to bandwidth 
variation and subsequently exhibits higher smoothness. On 
the contrary, standard TCP’s (1, 0.5) pair is commonly 
responsible for abrupt rate reductions, which may cause 
perceptible interruptions on media playback. According to 

[18], a GAIMD (0.31, 0.875) flow achieves approximately 
half the CoV of a TCP flow at low loss rate. 

SSVP-ADP (Fig. 4a) enables the system 

 
                                                   (a) SSVP (0.31, 0.875)                                                                                      (b) SSVP-ADP 

 
Fig. 3.  Instantaneous Transmission Rate. 

 
                                             (a) Throughput of MPEG flows                                                                      (b) CoV of MPEG flows 

 
Fig. 4. Protocol Performance. 

 
                                                        (a) Fairness Index                                                                                (b) Worst-Case Fairness 

 
Fig. 5. Fairness. 

 

to consistently 
operate above the knee, as depicted by the nearly optimum 
bandwidth utilization in the case of 30-50 flows (also 
considering the bandwidth allocated to the interfering TCP 
traffic). This is primarily the effect of the adaptive decrease 
ratio adopted by SSVP-ADP. Therefore, an AIMD protocol 
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may rely on multiplicative decrease without sacrificing 
system throughput, as long as the system operates between 
the knee and the cliff. On the other hand, both SSVP variants 
with static congestion control parameters yield notably 
inferior bandwidth utilization for high link-multiplexing. Fig. 
4b reveals that SSVP-ADP’s transmission rates exhibit 
oscillations of much lower magnitude in average, achieving 

the desired smoothness required by most media-streaming 
applications. The adaptive congestion control reduces 
transmission rate fluctuations, abolishing the damage of 
static multiplicative decrease on flow smoothness. 

Along with the reported throughput and smoothn

 
                                      (a) Throughput of MPEG flows                                                                      (b) CoV of MPEG flows 
 

Fig. 6. Protocol Performance. 

 
                                                       (a) Fairness Index                                                                                    (b) Worst-Case Fairness 
 

Figure 7. Fairness. 
 

 
                                              (a) Video Delivery Index                                                                                (b) Delayed Packets Rate 
 

Figure 8. Performance on Video Delivery. 

 

ess gains, 
Fig. 5 demonstrates that fairness with SSVP-ADP is not 
compromised, since the additive increase rate α is adaptively 
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adjusted as well. Hence, the (α, β) pair always satisfies the 
TCP-friendly equation, and subsequently intra-protocol 
fairness is attained. Further, we identify perceptible gains for 
SSVP-ADP in comparison with static SSVP, either in terms 
of Fairness Index or Worst-Case Fairness. Depending on 
network conditions, SSVP-ADP’s increase parameter α may 
be higher than 0.31 or even 0.58, allowing the system to 
converge faster to the fairness point.  

We conclude our performance studies with the assessment 
of

VP-ADP exhibits a dual behavior 
de

ents 
fo

SVP-ADP excels in bandwidth 
sh

e fluctuations, 
in

VII. CONCLUSIONS AND FUTURE WORK 
n control 

in
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