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Abstract— Although Internet packet routing is suitable to In this paper, we present a new SLS-based signaling protocol
provide best-effort data transport, the control of Quality of to controlinter-Network QoS AgreemergtsiQA), whose pro-
Service (QoS) is needed for data traffic with extra quality 5 ctive pehavior may bring more benefits to dynamic scenarios

requirements. Since there are already possible solution®if the . .
provision of IP networks, our work focuses on the lack of a To assess the extend of such benefits, we compare INQA with

dynamic approach to control QoS between networks. With this Q0S-NSLP in an experimental testbed representing a public
goal in mind, we design a new signaling protocol to control transport scenario setup. We find that INQA significantly

inter-network QoS agreements, each of which is defined as onereduces signaling overhead and communication interraptio

Service Level Specification (SLS). We implement the propose  time ypon a handover, but presents some scalability prablem
protocol in an experimental test-bed and evaluate it in a saqeario . t f t’ t . ¢
with moving networks. Our findings show a good performance In terms of memory state requirements.

of the proposed protocol in terms of its relative scalabiliy and The remainder of this paper is organized as follows. In sec-

convergence time during the movement of networks. tionl, we briefly analyse the advantages and disadvantages
flow-based and SLS-based signaling approaches. In sefition|
|. INTRODUCTION we present in detail the proposed SLS-based signaling proto

The Internet control plane enables packet routing betwe@®- In sectionlV, we describe the prototype implementatio
networks, which makes it suitable to provide best-effottada®f the two signaling protocols, and in sectionV we present
transport between an increasing number of hosts. Regard@tlj €xperimental findings. Finally, in section VI we conaud
data traffic with extra quality requirements, more advanc&4r analysis and enumerate some open issues for future work.
features are needed to contrQuality of Service(QoS)
between hosts. Currently there are a number of possible I|l. BACKGROUND ON SIGNALING APPROACHES

SO|L!'[IOI’IS T[O. pgrform the provisioning of _network_s, from The control of inter-network QoS in heterogeneous and dy-
static-provisioning to over-provisioning, passing byrsified- . . o . .
namic environments requires inter-network signaling toval

provisioning. Independently of the mechanism to contro5Qo . .
inside networks, a major limitation for the end-to-end coht the mapping of the QOS assurances provided by each network.

o . . In this section we cluster possible signaling solutions imto
of quality in heterogeneodisP environments is the lack of a . . )
dynamic approach for inter-network QoS control. groups. One providing flow-based signaling and anothergrou

LT i . encompassing solutions that are traffic oriented, or betgr
This situation tends to get worse in a future scenario I, .. . . .
solutions that provide SLS-based signaling.

which networks are mobile, as happens with public transport In qeneral. we characterize flow-based sianaling appraache
where passengers would like to participate in broadcasti-mul 9 T 9 9 app .
s the ones with control messages related to N-tuples, which

media communication sessions. This scenario, analyzdukin ? )
y define the network paths taken by data flows. Thereupon,

IST Ambient Networks project[7], brings extra requirengent’ ~ . . .
. project[ ]. g quiret devices are needed in the data path to configure network re-
to inter-network QoS control, which must be automatic duge

: : : for a flow (aggregated or not). This type of signhakng
to the dynamic behavior of networks, and at the same tiggrces )
shelter the complexity brought by network heterogeneity. Implemented in protocols such as RSVP [2], QoS-NSLP, or the

. ) . . : .S{'mple Interdomain Bandwidth Broker Signal({&BBS) [4].
Two signaling paradigms are seen as possible startinggoin SLS-based sianali h h zed h
to find a suitable solution to control inter-network QoS fdr d '” ase S|gnad|_ng approac is are ¢ ;_rar::terlge '} as the
ferent types of traffic: signaling based on flows and sigrg;alir?nes atlowing two adjacent networks to esta IShan mainta
based orService Level Specificatiq$LS). The latter has an a se_t of b'_' lateral QO.S agr.ee”_‘er_‘ts (SLSs) for _d|fferentsty|rfe
embedded aggregation method, by defining SLSs for differetmﬁ'c' Th|§ type of signaling is |mplemented in the _prombse
types of traffic protocol (i.e. INQA) as well as in th€oS extensions to

) BGP(qBGP)[1], developed in the IST Mescal project.

Currently thelnternet Engineering Task ForcETF) is .
standardizing a flow-based signaling protocol (QoS-NSEP) [ Flowfbased and SLS-based approaches may support dif-
ferent intra-network QoS control technologies by using a

1The term heterogeneous refers to networks with differeptiséities and path-dec_:oupled approach. This gpproach brings the benefit
different resource control mechanisms. of allowing the use of different intra-network QoS control



technologies, by providing a clear separation betweerr-intenechanism. Instead, the state is controlled based on tkte val
network signaling and the signaling used inside a network ity of the negotiated SLSs, which means that in the absence of
configure edge-to-edge data paths. On the other hand, flamexplicit release request, the SLS state is kept untilpires.
based path-coupled signaling approaches are not so suitdievertheless, this is not a disadvantage in the case of esang
since they require all network devices, within all networics in inter-network routing, since INQA peers are aware of the
support the same signaling scheme. connections to the adjacent networks with whom SLSs were
Flow-based and SLS-based approaches may keep an mggotiated. To control the SLS state, INQA uses four message
dated state of the QoS established between networks. Ngipes: Advertise, Negotiate, Acknowledge, and Monitore Th
ertheless, although some flow-based approaches are beldgertise message is used to announce to a set of neighbor
adapted to react to the movement of hosts, as is the castéworks information about SLSs specifying a certain QoS
for QoS-NSLP, in general they have problems in handling thevel to stipulated traffic with a specific scope. The Nedetia
movement of networks, since they are only aware of mobilitpessage is used to create and remove SLS state, based on
near flow initiators and destinations. Moreover, the move&mewhich customer-networks are allowed to send a certain amoun
of hosts requires flow-based approaches to signal the ceenplef traffic with a defined scope. The Acknowledge message
new path, since resources are coupled with N-tuples that @&eused to inform about the result of a previous Negotiation
different before and after movement. SLS-based approachesssage. The Monitor message is used to allow a customer
are aware of mobility, as routing changes, at any networlegdgetwork query a provider network about the level of QoS
and require only the adjustment of a sub-set of SLSs dueassigned by previously negotiated SESsnd to allow a
network movement. provider-network notify a customer-network about the need
Moreover, SLS-based approaches may furnish networicsadjust an SLS, due to its under-utilization, for instance
with knowledge about the SLSs that their neighbors may INQA supports receiver-driven, sender-initiated QoS agre
provide to them, since these approaches include contménts. Receiver-driven, since the signaling process isesta
messages allowing networks to advertise service avathabilwhen provider-networks advertise a set of SLSs. Sender-
to neighbors. This characteristic will help to decrease thitiated, since the establishment of SLSs and the consgque
handover latency, since moving networks can be aware reservation of resources is initiated by customer-netaork
the QoS level of communication services (SLSs) availabRdvertisement messages travel in the opposite direction of
in neighbor access networks. On the other hand, flow-badbé data traffic that is being signalled for. More preciséty,
approaches are based on query or reserve messages thaesiablish an SLS the provider-network includes an SLS objec
triggered by a local need for resources, without having amyithin an Advertisement message sent to one or more INQA
previous knowledge about what QoS neighbor networks cadjacent peers. Based on their role and on the local applicat
offer. This lack of information about how to reach differentequests, the INQA peer generates a Negotiation message
networks, via different neighbors, while keeping certainSQ which is sent back to the provider-network, in order to estab
assurances even before the creation of data flows, bridigh a sub-set of SLSs. The provider-network will admit such
further disadvantages to multi-homed hosts and networks. requests if the advertised SLSs suffice to fulfill them, imter
Based on these differences, we endeavor to analyse tigheir geographical scope and amount of offered resources
behavior of SLS-based protocols, which seem to bring advdpesides the geographical scope, the provider-networkaisnt
tages for next-generation networks. Since SLS-basedgolsto also the temporal scope of the negotiated SLSs, since Iseside
should be used in different inter-network scenarios, weestdheir validity they may also be defined for specific time-
that INQA brings more advantages than gBGP, because thariods, allowing the provider-network to multiplex SLS&p
latter is tightly coupled with an inter-network routing poool time. The negotiation process is terminated by the provider
(BGP)[8]. Therefore, in the remainder of this paper wsetwork, which sends an Acknowledgment message to the

describe and evaluate INQA functionality. Negotiator network. If the Negotiator network has customer
_ provider permissions, it can use the negotiated SLS to déurth
HI. INQA: T HE PROPOSEDSIGNALING PROTOCOL advertise communication services to other neighbor nédsvor

According to INQA, a network can have one out of the thre€his re-advertisement of services allows the creation afreh
following roles: provider, customer, and customer-pravid of SLSs, and hence the implicit establishment of end-to-end
In the provider role, networks advertise local SLSs (whicQoS assurances.
may be defined for different sub-networks), whereas in theFigures 1 and 2 illustrate the operational differences dd-Qo
customer role they negotiate SLSs, which may be used by lo®$LP (the standardized path-coupled version and the path-
applications. Networks operating in the customer-praviddecoupled IETF study item) and INQA in a scenario with
mode want to resell SLSs advertised by their neighbors. a moving sender. One of the major differences is the time

INQA may be implemented as a signaling layer protocofit which operations occur. The operation of QoS-NSLP is
on top of a generic signaling transport protocol, as happengiated by a sender request, while with INQA operations
with QoS-NSLP. The INQA protocol controls state in adjac:ent2Th _ _ _

e use of the Monitor message in untrusted environmentdsniegther

networks, but in contrast to QOS'NSLP_* INQA does not u$r¢§/estigation, namely to understand how can a network chibekanswer
peer-to-peer refresh messages as the primary state magiaigeprovided by a neighbor network.
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2. Movement

in case of a pre-scheduled movement, such as with a train. In
the case of QoS-NSLP, the sender has to signal (Reservation -
Response) across the complete new path until the destinatio
Fig. 1. llustration of QoS-NSLP Signaling to request the needed network resources for each on-going
flow (aggregated or not).

Sender

IV. EXPERIMENTAL SETUP

From the conceptual point of view, INQA seems to bring
s st advertsement advantages in terms of handling network mobility and alfayvi

2:SLS Negotiato 5505 Negotiaton @ networks to be aware of available SLSs in their neighbors.
S Aersement Nevertheless, it is not clear how INQA behaves with an
ﬁ §E increasing number of networks and SLSs, as well as with
B N2 e avertoament respect to the communication interruption time in a scenari
Ao ) 7. Movement with moving networks. Therefore, we analyse INQA in an ex-
@_ perimental test-bed that includes a sender (N1), placddmét
\§ \3 SLS Advertsement train network (N2), which moves between two access networks
& S8 Negotiaton (N3 and N4), one of which encompasses a receiver. This setup

is illustrated in Figure 3. From the flow-based approaches, w
selected Q0S-NSLP as a comparison benchmark, since it is in
the IETF standardization track, where it is being extenaed t
work also based on path-decoupled signaling.

start by an advertisement sent by the network providingsece 1he motivation behind the test-bed is to gather real-time
to receivers. This means that INQA operates in an earligpeéasurements for INQA and Q0S-NSLP. Since our study fo-
time space than QoS-NSLP. With INQA, a set of SLSs fgUseson inter-network ope_ratlons, each network is reptede
established between networks, with the appropriate resouPy @ Single network-node in the test-bed. All network-nodes
allocation inside each netwdikbefore the sender’s request@'® Linux IPv6 boxes. The movement is emulated byNifRt-
When such request occurs, INQA signals between the senlfigbile Network EmulatofMNE) [3], which selectively blocks
and its local access network, while QoS-NSLP signals erfifferent MAC addresses to generate different topologies.
to-end. The situation is similar when the sender moves, ffstance, connections are blocked between two networks tha
which case, INQA signals between the moving sender and #& Supposed to be out of each other's range in a specific
new access-network. The signaling (Advertise - Negotiatel@P0logy. The control of routing is done by tf@ptimized
Acknowledge) needed to establish a suitable SLS is trighereiNk State Routingrotocol (OLSR) [5], which provides a flat-
when the access-network detects the attachment of a rRefiressing space in the absence of a general acceptedtnobili
device. Since SLSs have a defined validity, the sender and fAg@nagement mechanism for moving networks.

access-network may decide to keep them, allowing theisge-u On the test-bed described above, we implemented a proto-
type of Q0S-NSLP and INQA. The former was implemented to

SNetwork resources are allocated to classes of traffic andmspecific operate in a.senqer'm't'a'?ed and path-decoupled manaﬂ?r" P
flows. In this case resource wastage may be avoided by thetenanech- decoupled signaling was implemented assuming that neighbo

anism: a provider-network can collect information fromdbeneasurement gre well-known. due to the fact that Q0S-NSLP does not yet
mechanisms and notify a customer that it should update gstiz¢ed SLSs. ’

In the absence of a response, the provider may decide tdomat some of specify a peer discovery mec_han'sm- Moreover, since QoS-
the resources previously allocated to that customer. NSLP does not support moving networks, we developed a

Fig. 2. lllustration of INQA Signaling



connectivity module that probes for connectivity changes A. Scenario with Stationary Networks
the MNE and signals both QoS-NSLP and the application . . .
Each experiment focuses on a unique variable, namely the

about possible handovers. . L

In what concerns INQA, the advertisement and negotiaticg]rl]m?ber of ne_:tworks, duration of the application, and the
mechanisms are considered in this evaluation. Due to spg\(\:/gllable serylces. .
limitations, we excluded from the current work the evalaati 1) Increasing Number of Networksin what INQA 'is
of the SLS monitoring mechanism, used to adjust the alloc3@ncerned, this experiment starts by N4 advertising italloc
tion of network resources. service to N3 as soon as they get connected and N3 responding

Q0S-NSLP and INQA are developed in Python, an objeéﬁith the corresponding negotiation message. Since N3 feas th

oriented platform-independent language, which aIIows'daprOIe of customer-provider, it 're-sells’ the available see to

prototyping and provides rich networking libraries. Howev N2 as soon as they get connected, but only after adjusting

one problem is that Python does not have an equivalent to {HS additivs pa\ramNetlers, e.g. the olflfgreFo! dﬁlayNIhis BRoCce
sizeof method found in the C programming language. Ther "epeated when connecj[s o - Finary, (customer
fore, we measure the memory-state of QoS-NSLP and INd‘%&tWOrk). executes an automatic negotiation of the offetds, S
using an indirect method: we convert each state-database "€ it is configured to do so for SLSs that are suitable for

binary representation and measure the amount of used byyggll—known traffic, such a¥ideo-on-Deman@/oD). Alterna-

This method produces more bytes than what is actually usgﬁ?ly' Nl_ _COUld negouate_ several smal_ler _SLSS accqrdmg t
but it can be used for a relative comparison between t e specific demand of its local applications. In this case,

two proposals. The grammatical structure of the signaliﬁ € bandwidth of each negotiated SLS would always be

messages is represented by an XML schema template, whY aIIerhthsz tZ(? bar;]dmdth a_nn_ounC(hed bbe2 for tr;\lelsLSd
is easily manageable and reduces the development time ( deac : .ter .t e negotiation p ase etween an
to the wide use of the XML parsers-analyzers). Moreover, 10~ gny_apphcaﬂon n N1 may start streamlng_ packe_ts to any
increase the fairness of the evaluation process we asswahe stination n N4, being the packets marked with the idemtif
the QSPEC used by QoS-NSLP, and the SLS used by INQX, the negotiated SLS. , o
encompass the same traffic profile and QoS related informatio !N What concerns Q0S-NSLP, we consider that signaling
for inter-network control. may refer to a single flow of a flow-aggregate. In the latter

The experimental setup is completed with two evaluatidf?S€: We consider that the flow-aggregate belongs to the same
scenarios. In the first scenario all networks are stationd?@’ Of hosts (same IP addresses and different ports). The

and we compare the behavior of INQA and Q0S-NSLP | ason is as follows: QoS-NSLP describes signaling support

what concerns their signaling overhead and memory-statef%_ﬂow aggregation, but does not define neither hOV,V reser-
control QoS between networks. This comparison is done whifgtions are aggregated nor how end-to-end properties need

increasing the number of connected networks, the durafion!§ € computed. Moreover, any proposals to aggregate QoS-
the application, and the number of available network sesiic NSLP flows into the same flow-aggregate for nodes placed at

That is, initially we apply a configuration with a unique?€Work edges, including an indication of how de-aggregato
available service in N4 (provider-network) and an incregsi @0SNSLP nodes may collect information about aggregated

number of networks, by attaching first N3 to N4, then N2 tgows, may c_ieteriorate QOS'NSLP_ overhead.

N3 and finally N1 to N2. After reaching a stable condition, Hence, with QoS-NSLP, every time two networks connect,
we evaluate the QoS-NSLP and INQA effort to keep the staft® signaling |s.automat|cally generated to configure QoS.
alive, followed by a scenario where we increase the nump@gtead, every time N1 wants to send a flow (aggregated or
of available services by one for each network. not) to a host in N4, QoS-NSLP needs to reserve resources for

In the second scenario, N2 (train), and consequently Nfat flow in all intermediate network-nodes until the tarigest
(customer), move repeatedly between N3 and N4. In tH[ N4. This means that QoS-NSLP exchanges two messages
scenario we compare the behavior of INQA and QoS_NSL(Beserve and Response) between any two network-nodes, to
in what concerns their signaling overhead and communicatif?Serve resources for each demanding flow. _
interruption time until the data transmission is resumedraf Figure4 &) shows that although INQA sends three inter-
the handover. To evaluate the performance of the two sigmalin€fwork messages to advertise, negotiate and acknowledge
approaches the test-bed was configured with four networkg0S agreements, instead of the two Qo0S-NSLP messages

one service available in N3 and one flow from N1 to N3. that pass between any two networks, it induces less signalin
overhead than QoS-NSLP in terms of signalled bytes. This is

due to the fact that the QoS-NSLP reserve message includes
extra parameters required for its soft-state and multialp-

The evaluation of the experimental results is done baskdhctionality. We observe, in Figure4 a), that INQA induces
on the two scenarios described in sectionlV. In section X000 bytes of signaling overhead for any new network, while
A, we investigate the behavior of QoS-NSLP and INQA iQoS-NSLP’s overhead between any two networks increases
a scenario with stationary networks, and section V-B emdosdirectly proportional to the number of networks in the data
our analysis related to the scenario with moving networks. path, since it performs end-to-end signaling. This expenin

V. EXPERIMENTAL EVALUATION
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Fig. 4. Signaling overhead and memory-state with an inangasumber of
networks L
the complete N4 network). This is due to the fact that, as

mentioned before, a QSPEC object is slightly bigger than an
SLS, since it includes the same QoS guarantee parameters as
h SLS, but also needs to assign extra parameters to cdrgrol t
n?ﬁhlti—hop operation of QoS-NSLP. Moreover, it is expectabl
that the memory-state required by QoS-NSLP will increase
The same Figure (Figure4b)) captures also the memogyith the number of flows. In contrast, this is not expectable i
state required by each of the two approaches, in a situatigfse of INQA, if the demanding flows fit within the established
with two, three and four networks. As might be expected, th§) 5. Nevertheless, further investigation will be perfodne
policy of INQA to establish and maintain/guarantéee state \ynen aggregation mechanisms (for flows in QoS-NSLP and
of QoS agreements requires a larger memory-state than QfRp-sLS in INQA) are considered.
NSLP, which onlyinstantaneously reserves and periodically 2) stable Systemin this section we investigate the impact
refreshesthe state of the path. of state refreshing policies, for a scenario with one prewid
More precisely, the major difference between INQA andetwork (N4), two customer-provider networks (N2 and N3),
Qo0S-NSLP is that in the case of INQA the memory-staine customer-network (N1) and one flow between N1 and N4.
required to store SLSs depends on the role of the netwoss described above, INQA needs nine messages to set QoS
For instance, in this experiment N3 operates as a customagreements between all networks, while QoS-NSLP needs six
network in a topology where only N3 and N4 are presentiessages to reserve resources in the end-to-end path for the
while it serves as a customer-provider network when N2 t®nsidered flow.
also included. In the former case, N3 needs to store only theRegarding the maintenance of SLSs, as already mentioned,
SLS negotiated as a customer of N4. In the later case N3QA does not require extra signaling messages to refresh
negotiates one SLS as customer of N4, and advertises tthetm. Therefore, in our experiment INQA does not induce
SLS, after applying the appropriate adjustments (e.g dielagny extra signaling overhead after the SLS establishment.
to N2. Hence, N3 keeps information about two SLSs althoughOn the contrary, QoS-NSLP refreshes the state reserved for
those SLSs are practically the same (a more efficient methodetach flow every 30 seconds, by sending a 'refresh’ Reserve
store SLSs is being investigated). In case of a simple t@gyolomessage from N1 towards N4, through all intermediate net-
with two networks (N3 and N4), Figure 4 b) shows that QoSworks. This process adds extra signaling overhead, which is
NSLP requires more memory-state to store a QSPEC for odieectly proportional to the duration of the flow.
flow, than INQA needs to store one SLS (independently of Figure 5 shows the overhead (number of signaling messages
the SLS scope, which can be set for one host in N4 or fand bytes) needed by QoS-NSLP and INQA to set and refresh

shows that INQA induces approximately 40% less signali
overhead than QoS-NSLP with an increasing number of
works.



40 B. Scenario with Moving Networks

= e To analyse QoS-NSLP and INQA performance in a mobile

e — — environment, we use the scenario shown in Figure 3, where an
g = — end-user (N1) is inside a train (N2), and both move repegated|
E 20 — — between two (static) train stations (N3 and N4), performang

15 ] ping-pong movement. We use an FTP application, with flows

o ] from N1 to N3, assuming that flows have the same duration.

5 { ] Ten handovers are performed in this experiment, five from N3

a

to N4 and five from N4 to N3. After each handover the FTP
application resumes its transmission from N1 to N3, which
operates as customer and provider-networks, respectively

In the beginning of the experiment N4, acting as a customer,

1 service 2 services 3 services 4 services

(a) Signaling Overhead

Ta000 receives an SLS advertisement from N3, based on which it
16.000 — negotiates with N3 a corresponding SLS. Once N2 comes into
14.000 ___ - the range of N3, the latter advertises to it the available.SLS
12.000 — Operating as a customer-provider, N2 establishes an SLS as a
{E‘WDUU ] — customer of N3 and another as a provider of N1. Using the
@ 8.000 T established SLSs, one FTP application on N1 transmits data
iggg ] B to a host in N3.
2000 :17 B During the experiment N2 handovers from N3 to N4, from
0 . . . which it receives an advertisement message with an SLS to
1 service 2 services 3 services 4 services reach N3. After the establishment of an SLS between N4 and
N2, the latter offers a similar service to N1 only if this sess
(b) Memory-state provides less QoS assurances than the SLS that N2 advertised

to N1 before the handover. Otherwise, N2 and N1 use the
SLS established before the handover. In both cases, the chai
of SLSs between N1 and N3 allows the FTP application in
N1 to resume the transmission to the same host in N3 with

. . . the same QoS assurances as before the handover.
the network state. In this experiment, INQA transmits 4086 le Using Q?)S-NSLP N1 requests, before the handover, re-

signaling messages than QoS-NSLP. The difference betW%%r&rces by sending a reserve message towards N3, via N2.
tEe SPﬁmber Of_ mess?ges and tge amount of bytes OWeSAlR receiving the Response message, the application in N1
the different sizes of INQA and Q0S-NSLP messages, @8,g generating traffic. After the handover to N4, N1 neser

explained before. resources for the FTP flow in the new path towards N3, after
3) Increasing Number of Available Serviced/hile in pre- being triggered by the connectivity module of the test-bed.
vious experiments only one network offered a service (SLS),1) Signaling OverheadTo evaluate the signaling overhead,
in this experiment we analyse the behavior of INQA with awe measure the number of QoS-NSLP and INQA messages
increasing number of available SLSs. For this purpose, aré stduring the ping-pong movement scenario. Our findings are
the experiment with N4 offering one SLS, and progressiveljepicted in Figure 7. This figure shows the number of mes-
activating one extra SLS in each of the remainder networkages for two handovers (Figure 7a)), and the overall number
(N3, N2, and N1). In addition, the customer-provider N2 andf messages after 10 handovers (Figure 7b)). In case of
N3 networks always re-sell all SLSs advertised to them. Thiwo handovers, one to N3 and one to N4, we consider that
experiment leads to the exchange of 36 INQA messages ahdre is already an SLS between N3 and N4. In this case,
to the storage of around 16.000 bytes, when all networkKSQA needs six messages after each handover: three messages
have an available service to offer (see Figure 6). Althoungh tbetween the access networks (N3 or N4) and N2, and another
situation corresponds to a worse-case scenario (see rsectivee messages between N2 and N1. In case of the QoS-
V.B.2), since customer-provider networks always re-séll aNSLP, Figure7 a) shows that four messages are needed to set
SLSs advertised to them, it is clear that INQA has scalgbilitesources after the handover to N3, and six after the hamdove
problems in the presence of an increasing number of aveilalh N4. This increase is due to the longer path from N1 to
services. Hence, further investigation is needed, in s@ena N3, after the handover to N4. Although INQA requires more
with different topologies and SLS distribution, to undargt signaling messages than QoS-NSLP after the handover to N3,
the kind of SLS aggregation mechanism needed in order QA messages are smaller than QoS-NSLP ones.
improve INQA scalability, in case of increasing number of In a scenario in which N2 performs a ping-pong movement
available services. Nevertheless, it is worth to say thatliag between N3 and N4 (Figure 7 b)), we consider that N2 spends
SLSs (types of traffic) brings higher scalability than hamgll two minutes within the range of N3 or N4 (i.e. one minute
flows. before it reaches N3 or N4 access points and one more minute

Fig. 6. Signaling overhead and memory-state with an inangasumber of
available services
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Fig. 7. Signaling overhead during movement

. . . In the first level of optimization, illustrated in Figure 8, a)
after it has stopped in the station) and stops for another t ; .
. . . . QA exchanges six messages after the first handover to N3
minutes when it attaches to N3 or N4. In this scenario we

. o In prder to set SLSs between N3 and N2 and between N2 and
assume that there is no initial agreement between N3 f

. o In any subsequent handover INQA exchanges only three
N4. Therefore, INQA sends nine messages at the begmmn%essageg betwegn N2 and N3 or b?atween N29and N)il This
this experiment: three messages between the stations (N3 an.rs since the SLS between N2 and N1 can be used after
N4) and another six to establish an SLS between N3, N2 ag?lild handover

N1. For any handover INQA needs six messages, as explaine L -
before. In the second level of optimization, illustrated in Figure)3
On the contrary, the first time it comes into range of N3NQA exchanges the same number of messages (as with the

Q0S-NSLP needs four messages to reserve resources onffik/€vel of optimization) between N2 and the train-statio
r the first two handovers (six for N3 and three for N4).

path and eight refreshing messages: two messages beford R

stops (one minute), four messages while stopped at therstafiowever, thereupon there are no more signal exchanges, sinc

(two minutes) and another two messages before the connecHf Previously negotiated SLSs can all be re-used. Thatds, N
is lost (one minute). Hence, Q0S-NSLP generates 12 mess d N4 activate the previously negotiated SLSs each time the

after each handover to N3, being this number higher after t gtect the _attachment of N2 to their network. Keeping thesSLS
handover to N4, due to the longer path from N1 to N3 Vig/hen N2_ is not attached_does not lead to network resource
NA4. wastage in N3 and N4, since resources are only allocated to

In summary, as shown in Figure 7 INQA induces appro" _SLS during itsactive-peri_odsln a real scenario, the active-.
imately 50% less signaling overhead than QoS-NSLP in pgnpds of an SLS,. negotiated between.NZ and each train-
scenario with ping-pong movement. station, may be defined based on the train schedule.

2) Signaling Overhead Optimizatiorthe previous section ~3) Communication Interruption Timeln this section we
describes a worse-case scenario, since INQA can be mar@lyse the interruption time of the communication during a
efficiently configured in a scenario with ping-pong movemef@ndover, being the interruption time equal to the handover
between pre-determined access networks. This optimizatiéme (which is independent of the signaling approach), plus
can be done in two levels as illustrated in Figure8. A firdhe convergence time of each signaling approach after the
level encompassing a signal reduction between N2 and Nmndover. Hence, we investigate QoS-NSLP and INQA con-
and a second level encompassing a further signal reductigargence time after a handover from N3 to N4.
between N2 and the train-stations N3 or N4. Figure 7a) shows that QoS-NSLP and INQA need six



messages before they reach an equilibrium (i.e. geneddtie tr experiment, packet loss rates are proportional to QoS-NSLP
to N4). However, they have different signaling range: whiland INQA convergence time.

INQA signals between N1, N2 and N4, QoS-NSLP signals
among the entire end-to-end path (N1, N2, HAd N3),
making it dependent on the path |ength_ Consequenﬂy, WeWe analyzed the behavior of the flow-based and SLS-based
expect INQA to converge faster than QoS-NSLP after eagignaling approaches, and concluded that the latter approa
handover, due to the lower number of networks that have 2y bring more benefits for the next generation IP networks.

be signalled, which reduces the round-trip-time. Therefore, we propose a SLS-based signaling protocokdall
INQA, to control inter-network QoS. A detailed experimédnta

analysis is carried out with focus on the scalability andvesn

VI. CONCLUSIONS ANDFUTURE WORK

1000

o0p LJmmas gence time of QoS-NSLP (flow-based signaling approach) and
800 {maosnsie INQA in a scenario with both stationary and mobile networks.
3 o In the scenario with stationary networks, we observed that
g 500 INQA introduces 40% less signaling overhead than QoS-NSLP
§ ggg when new networks attach to the chain of the already existing
F oo I ones. The same overhead difference applies with the daratio
100 l—r.: of communications. However, it is clear that INQA may have
0 T T T T

scalability problems with an increasing number of avagabl
Hard-over MNA-N3  MA-NZ  N2-N1 Total . : . S
Time services, something that calls for further investigatiord a
requires the development of an aggregation mechanismhwhic
constitutes subject of future work.
Fig. 9. Handover interruption times In the scenario with moving networks we observed that
INQA induces 50% less signaling overhead than QoS-NSLP,
Our assumptions match well our experimental results, die- a scenario with ping-pong movement (this value corre-
picted in Figure9. This figure illustrates the handover timsponds to a worse-case scenario for INQA). In what concerns
and the average converge times (during the five handovéie convergence time, INQA converges faster than QoS-NSLP,
performed to N4 in the ping-pong movement experiment) fday approximately 150ms and 500 ms, depending on the path
each inter-network connection. Figure9 shows that at tlie elength (INQA advantage is proportional to the path length).
of the handover, INQA needs approximately 180 to 200 ms As future work, we will also analyse the trade-off between
to signal between any two networks, which means that INQ#e refreshing mechanism of QoS-NSLP and the connectivity
convergence time does not exceed 400 ms. This correspoadareness of INQA to react to routing changes, in scenarios
to the worse-case scenario, in which INQA needs to signalolving more frequent handover events.
between N1, N2 and N4. On the other hand, QoS-NSLP needs
to permanently signal on the complete path from the sender to
the receiver, which means from N1 to N3, passing by N2 afd M. Boucadair. QoS-Enhanced Border Gateway Protocalerhet Draft
: _ - Work in progress, Internet Engineering Task Force, Jul§520
N4. In our experiments QoS-NSLP needed around 800 ms[i? R. Braden, L. Zhang, S. Berson, S. Herzog, and S. JamiresdRrce
converge, after the handover to N4. ReSerVation protocol (RSVP) — version 1 functional speaffin". RFC
Slnce |NQA only Slgnals among |oca| networkS, Such as 2205, Internet Engineering Task Force, September 1997.
trai d twork_ it tak d t é3b . Chao, J.P. Macker, and J.W. Winston. NRL Mobile NetiwBmulator.
a user, a _ram and an access-network, It takes advantag echnical Report, Naval Research Laboratory, January.2003
the lower distance between them. On the contrary, QoS-NS|4P P. Chimento and B. Teitelbaum. Simple Interdomain Baioithw Broker
behavior is subjected to the number of networks in the path to Signaling. Internet2 - Work in progress, Internet2, Japuz000.
h . k. This i ified in th . [5] T. Clausen and P. Jacquet. Optimized Link State Routirgioeol. RFC
t e_ receiver network. IS Is verified in the e>§per|ment ttssu 3626, Internet Engineering Task Force, October 2003.
which show that QoS-NSLP needs approximately the sarneg J. Manner, G. Karagiannis, and A. McDonald. NSLP for Quebf-
time as INQA for the local signaling, but needs 300 ms more Service signalling. Internet Draft - Work in progress, it Engineering
to si | f th t k to th id t K Task Force, January 2006.

0 signal Trom the access-network 10 the provider-network. [7]1 N. Niebert, A. Schieder, H. Abramowicz, G. Malmgren, ac8s, U. Horn,
The different time needed by INQA and QO0S-NSLP to C. Prehofer, and H. Karl. Ambient Networks: An Architectufer
signal between N1 and N2 occurs because the processingff("zq)’_“l‘i’ﬂggt"j{‘pmeztggzks Beyond 3GEEE Wireless Communications
delay within each network oscillates between each of the figg v Reknter and T. Li. A Border Gateway Protocol 4 (BGP-BEC 1771,
experiments. Internet Engineering Task Force, March 1995.

This analysis refers to a handover from N3 to N4 during a
ping-pong movement. In the reverse handover, the differenc
between the convergence time of INQA and QoS-NSLP lies in
the order of 150 ms, on the favor of INQA. This is lower than
the difference shown in Figure9 (more than 500 ms), because
after the handover to N3, QoS-NSLP needs to signal over
three networks instead of four. As might be expected, in any
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